
On controlling the amount of false positives when making multiple tests
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�3� Multiple testing procedure
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Part I : FWER control

�1� FWER and Baferroni procedure
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Remark : if
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( Also remember that the dependence  can be known  or unknown )


