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Abstract. We initiate the study of self-dual codes over $GF(4)$ whose corresponding graphs have fixed rankwidth. We show that by combining the structural properties of rankwidth 1 graphs, the classification of corresponding codes becomes exponentially faster. We present a new algorithm for computing weight enumerators using Binary Decision Diagrams (BDD), which is an essential step in the classification of the codes. In addition, we show that the minimum distance of a code is at least 3 if and only if the corresponding graph does not contain any pendant vertex or any twin-pairs. We also present an algorithm for computing an approximate minimum distance of codes corresponding to general graphs.
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1 Introduction

In cryptography, self-dual additive codes over $GF(4)$ (of type IV) have been used in the construction of secret sharing schemes as they provide higher security level over linear codes [29, 4, 19]. Self-dual codes have strong connection to quantum error correction [14, 5] and measurement-based quantum computation [25, 18]. These codes have been used in the construction of unimodular lattices [16, 17]. As lattices are interesting in cryptography, this provides additional motivation to study self-dual codes. There has been a lot of work done in the classification of these codes since early 70s [23]. Combinatorially, there is a one-to-one correspondence between self-dual additive codes over $GF(4)$ and simple undirected graphs [31, 21, 3, 28]. There is a long list of papers [12, 1, 8, 9, 6, 7] that have tried to classify such codes using this relation. But most of these approaches have tried to focus scantily on the richness graph theory can bring to the study of such codes.

Trying to classify codes by considering all possible graphs makes the problem extremely hard. This is evident since self-dual additive codes over $GF(4)$ has been classified only for $n$ up to 12 [8]. It is natural to restrict the study to specific graph classes in the hope that the classification of the corresponding codes can be pushed further for larger values of $n$. In this paper, we initiate the study of self-dual codes whose corresponding graphs have fixed rankwidth, where rankwidth is a graph property giving non-negative integer values. For example, the class of graphs with rankwidth 1 are exactly the distance-hereditary graphs. This choice is motivated by the fact that two self-dual codes over $GF(4)$ are equivalent.
if and only if the corresponding graphs are related by local complementation and the graph parameter rankwidth is preserved under local complementation. We show that by combining the structural properties of these graphs with the algorithm used in [13, 8], the classification of the corresponding codes becomes exponentially faster. In the above branching algorithm, for graphs of rankwidth 1, instead of branching in $2^n - 1$ ways, we need only branch in $3^n - 3$ ways.

There are two computationally heavy steps in the above algorithm: graph isomorphism and weight enumeration. For a fixed positive integer $k$, testing graph isomorphism for graphs of rankwidth $k$ is polynomial in the size of the graph [15], and it is in fact linear in $n$ for graphs of rankwidth 1 [30]. Hence, looking at the problem of classification of such codes in terms of rankwidth has additional advantages.

Another important step in the classification algorithm from [8] was computing weight-enumerators for a given code. The algorithm given in [8] to compute the weight-enumerator for a linear $[n,k]$ code is essentially a brute-force search with complexity $O(2^k)$. If $k > n/2$, it is necessary to go via the dual code to calculate the weight enumerators. We provide a new unified approach using Binary Decision Diagrams (BDD) to compute the weight-enumerators.

The minimum distance of codes corresponding to distance hereditary graphs is 2. We show that the minimum distance of a code is at least 3 if and only if the corresponding graph does not contain any pendant vertex or any twin-pairs. We also present an algorithm for computing an approximate minimum distance of codes corresponding to general graphs and leave some interesting open problems.

2 Preliminaries

We use standard graph theory notation. A graph is a pair $G = (V,E)$ where $V$ is a set of vertices, and $E \subseteq V \times V$ is a set of edges. A graph with $n$ vertices can be represented by an $n \times n$ binary matrix called the adjacency matrix $A$ such that $A_{ij} = 1$ if and only if $v_i, v_j \in E$, and $A_{ij} = 0$ otherwise. The open neighbourhood of $v \in V$, denoted by $N(v)$, is the set of vertices connected to $v$ by an edge. The closed neighbourhood of $v \in V$, denoted by $N[v]$, is the set of vertices connected to $v$ by an edge along with $v$ itself. The number of vertices incident to $v$ is called the degree of a vertex $v$. The complement or the inverse of a graph $G$ is a graph $H$ such that two distinct vertices of $H$ are adjacent if and only if they are not adjacent in $G$. A vertex of degree 1 is called a pendant. A pair of vertices $u, v$ are called true twins if $N[u] = N[v]$ and are called false twins if $N(u) = N(v)$. When we call a pair of vertices as twin-pair, then they can either be true-twins or false-twins. Local complementation (LC) on $v$ denoted by $G* v$ replaces the induced subgraph of $G$ on $N(v)$ by its complement. See Figure 1. A graph code is an additive code over GF(4) that has a generator matrix of the form $C = A + \omega I$, where $I$ is the identity matrix and $A$ is the adjacency matrix of a simple undirected graph. A graph code is self-dual since its generator matrix has full rank over GF(2).
Theorem 1 ([31],[21]). Every self-dual additive code over $GF(4)$ is equivalent to a graph code.

2.1 Rankwidth

Let $G$ be a simple undirected graph. A rank decomposition of $G$ is a pair $(T, L)$ of tree $T$ with leaves $L$ such that every internal node in the tree has degree 3 and there is a bijection between the set of leaves $L$ of $T$ to the set of vertices $V$ of $G$. See Figure 2. For every edge $e$ in $T$, we can associate a partition $(A, B)$ of $V$, where $A$ and $B$ are set of leaves in the two sub-trees that result after deleting $e$. The weight of an edge $e$ in $T$ is the rank of the adjacency matrix of bipartite graph $((A, B), E)$ where $E$ is the set of edges whose one endpoint is in $A$ and other in $B$. The rankwidth of the decomposition $(T, L)$ is the largest weight of an edge in $T$. The rankwidth $rw(G)$ of $G$ is the smallest rankwidth of any tree decomposition of $G$. Local complementation preserves the rankwidth of a graph.

Theorem 2 ([22]). Given a graph $G$ and $v \in V(G)$, $rw(G) = rw(G * v)$.

The distance between two nodes is the length of the shortest path between them. A distance-hereditary graph is a graph in which the distances in any connected induced subgraph are the same as they are in the original graph.

Theorem 3 ([22]). $G$ is distance-hereditary if and only if the rankwidth of $G$ is at most 1.
2.2 Binary Decision Diagrams

The data structure we use for calculating the weight enumerators for self dual additive code over $GF(4)$ are Binary Decision Diagrams (BDD). Binary Decision Diagrams are used in various applications, such as representing system of Boolean equations [27], application to permutations [20], or representing integer multiplication [24]. In this paper, we describe the basic operations on a BDD in order to compute the weight enumerators of self dual codes of $GF(4)$.

**Description of BDD** A Binary Decision Diagram (BDD) is a directed acyclic graph with a root node at the top and a true-node at the bottom. The nodes in a BDD are arranged in horizontal *levels*, and we visualize a BDD by drawing the levels in a top-down fashion.

All edges in the BDD are directed downwards, with an edge always going between nodes on different levels. In other words, no edge is drawn between the nodes on the same level. Each node, except for the bottom node, has one or two outgoing edges, called the 0-edge and/or the 1-edge. The bottom node has only incoming edges. 0-edges are drawn as dotted lines, while 1-edges are drawn as solid lines. All the operations on BDD are done over GF(2). The transition from $GF(4)$ to GF(2) is explained in Section 3.

A level in a BDD is usually associated with a single variable over GF(2). In our case, we allow a linear combination of variables over GF(2) associated with each level. A path in a BDD is a sequence of consecutive edges, where the end node of one edge is the start node for the next edge. A complete path starts in the top node and ends in the bottom node. We regard each edge in a path to assign a value over GF(2). If an $e$-edge starts from a node on a level associated with linear combination $l$, it yields the linear equation $l = e$.

**Adding and Swapping Levels** The add operation allows us to add one linear combination for a level onto the linear combination for the level directly below, and to change the BDD accordingly to keep the set of binary vectors encoded by the BDD unchanged. The add operation was first explained in [27], and the basic operation done for each node on a level is shown in Figure 3.

![Adding levels in a BDD](image)

How to swap the variables on two adjacent levels in a BDD and change the nodes and edges such that the resulting BDD encodes exactly the same set of
vectors was first explained in [26]. By swapping levels the linear combination associated with level $i$ is swapped to level $i + 1$ and vice versa without affecting the set of vectors encoded by the BDD. The basic general operation of swapping levels is shown in Figure 4.

![Diagram of swapping levels in a BDD](image)

**Fig. 4: Swapping levels in a BDD**

### 3 Construction of BDD

Let $G$ be an $n \times n$ generator matrix of a code $C$ over $GF(4)$. We compute the set of all code words by considering all possible linear combinations over $GF(2)$ of the rows of $G$. This is done by first expanding the matrix into an $n \times 2n$ matrix $G'$ over $GF(2)$ by associating (mapping) each $GF(4)$-element to two bits as follows: $0 = (00)$, $1 = (01)$, $\omega = (10)$, $\omega^2 = (11)$.

$$ G = \begin{bmatrix} \omega & 1 \\ 1 & \omega \end{bmatrix}^{n \times n} \implies G' = \begin{bmatrix} 1 & 0 & 0 & 1 \\ 0 & 1 & 1 & 0 \end{bmatrix}^{n \times 2n} $$

Now we multiply all binary strings $(c_1, c_2, c_3, \ldots, c_n)$ of length $n$ to the matrix $G'$ to get the set of all code words $(x_1, x_2, x_3, \ldots, x_{2n-1}, x_{2n})$.

In order to construct the BDD that has all code words as paths, we introduce the parity check matrix $H$. The parity check matrix describes the set of linear relations that the coordinates of each code word must satisfy. If $x$ is a code word and $H$ is the parity check matrix then $xH^T = 0$.

Let the linear equations given by $xH^T = 0$ be $l_i = 0$ for $1 \leq i \leq n$. It is now easy to construct a BDD that encodes all code words of the code, i.e. $x$-vectors satisfying all $l_i = 0$. Start by listing $l_1, \ldots, l_n$ as the linear combinations for the top $n$ levels. Each level has a single node with a 0-edge going to the node on the level below. This ensures that only $x$-vectors satisfying $l_i = 0$, $i = 1, \ldots, n$ are encoded in the BDD. The bottom $n$ levels have $n$ “free” variables as associated linear combinations, in the sense that all free variables are linearly independent from each other and the $l_i$’s. The node on the level of $l_n$ has a 0-edge that jumps over the bottom $n$ levels, going straight to the bottom node.

We now use add and swap operations on this basic BDD to resolve the linear combinations $l_i$. By resolving the linear combinations we mean that we add together some of the linear combinations and free variables to transform $l_i$ into a single variable. We use the swap operation to move levels that need to be added so they are adjacent to each other, before doing the add operation.
We apply the operations until only single variables appear on all levels. We sort the levels in order such that $x_1$ appears on the top and $x_{2n}$ appears on the lowest level. Now the paths of the BDD represent all code words in $C$.

**Complexity:** In this paper we are concerned with the special case where the codes are of length $2n$ and dimension $n$. However, constructing the BDD representing a binary code can be done for any length $n$ and any dimension $k \leq n$. We give the complexity, in terms of number of nodes in the final BDD, in the general case for an $[n,k]$ linear code $C$ over $GF(2)$.

**Lemma 1.** The number of nodes on any level of the final BDD after resolving all linear combinations for a code $C$ is at most $2^k$.

**Lemma 2.** The number of nodes on any level of the final BDD after resolving all linear combinations for a code $C$ is at most $2^{n-k}$.

Combining lemmas 1 and 2 we get the following result.

**Theorem 4.** The number of nodes in the final BDD representing the code words of a binary linear $[n,k]$ code is of order $O(2^{\min\{k,n-k\}})$.

### 3.1 Algorithm for computing weight enumerator

Recall that pairs of coordinates $(x_{2i-1}, x_{2i})$ actually represent one element in $GF(4)$. A path in the BDD with resolved and sorted levels has length $2n$, but represents a code word of length $n$ with elements from $GF(4)$. When computing the weight enumeration we therefore count how many non-zero $GF(4)$-elements a path (code word) represents.

We proceed to describe our algorithm for computing weight enumerators using BDDs. Assume that we have constructed the BDD representing a $GF(4)$-code, with the levels having $x_1, \ldots, x_{2n}$ as linear combinations.

1. Start with setting $(1, 0, 0, \ldots, 0)$ as the vector for the true-node at the bottom. We say there is one path of weight 0 from the true-node to itself.

2. We compute the vectors for the other nodes in a recursive way, from the lower levels to higher ones. When a pair of edges from a node $T$ to $A$ contribute 0 to the path weight, the weight distribution below $T$ along this path is the same as for $A$. In other words, prepending the partial code words with a zero does not change the weight distribution. When the pair of edges from $T$ to $A$ contribute 1 to the weight, the paths of weight $i$ below $A$ become paths of weight $i + 1$ below $T$. Hence the weight enumeration vectors for $T$ are obtained by shifting the vector for $A$ by one position to the right.

3. Assuming all weight distribution vectors have been computed for the nodes on one level, compute the weight distribution for the nodes two levels above by adding all the weight contributions, shifting them by one position to the right as needed. This is shown in Figure 5.

4. Compute weight distributions for all nodes in the BDD, moving upwards two levels at the time. In the end, the vector for the root node gives the weight distribution of the whole code.
The complexity of computing the weight enumeration of a given code represented as a BDD is $O(N)$, where $N$ is the number of nodes in the BDD and adding two integer vectors counts as a unit operation. In terms of single integer additions, the complexity is $O(nN)$.

We have described the algorithm for computing the weight enumeration when the code represented as a BDD is regarded as being over $GF(4)$. Going back to the general case of an $[n,k]$ linear code over $GF(2)$, we can easily modify the algorithm to compute the weight distribution for any binary linear code when it is represented as paths in a BDD.

Computing the weight distribution in general is a hard problem, that can only be solved by brute force. The naive way of doing it (without the BDD representation) is to run through all the code words and count their weights. This has complexity $O(2^k)$. If $k > n/2$, the complexity of doing weight enumeration becomes bigger than it needs to be. Then one can compute the weight distribution for the dual code (of dimension $n-k$ and complexity $O(2^{n-k}) < O(2^k)$), and use MacWilliams’ identity [11, p. 127] to find the weight distribution of the given code. Theorem 4 gives a unified approach to calculate the weight enumeration irrespective of whether $k$ is bigger or smaller than $n/2$.

4 Classification for Rankwidth 1 graphs

The algorithm for classifying self-dual codes corresponding to general graphs as described in [8]: Let $L_{n-1}$ be the set of representatives for classes of graphs on $n-1$ vertices corresponding to equivalent self-dual codes.

- Compute the set of graphs $E_n$ by adding a vertex to each graph in $L_{n-1}$ in $2^{n-1} - 1$ ways i.e. making the vertex adjacent to every possible non-empty subset of the vertex set.
- For each set of isomorphic graphs keep only one graph in $E_n$.
- Use weight-enumerators to partition the set $E_n$ i.e. graphs corresponding to same weight-enumerators are put in one class.
- Partition each class in $E_n$ by checking for self-dual equivalence.
- Output $L_n$ that contains one graph from each class in $E_n$.

We utilize the following definition of distance hereditary graphs.
Theorem 5 ([2]). Let $G$ be a finite graph with at least two vertices. Then $G$ is distance-hereditary if and only if $G$ is obtained from an edge by a sequence of one of the following vertex extensions: add vertex as a pendant, add vertex as a true-twin to an existing vertex and add vertex as a false-twin to an existing vertex.

Let $G_{n-1}$ be all connected graphs of rankwidth 1 on $n-1$ vertices. Then $G_n$ can be obtained by adding a vertex to each graph in $G_{n-1}$ as a pendant or a twin to some vertex. Consider $C$ to be the orbit of a graph $G \in G_{n-1}$. Let $G_1, G_2 \in C$. Then there is a sequence of LC operations $S$ that can take $G_1$ to $G_2$. Let $E_1$ and $E_2$ be the $3(n-1)$ extensions of $G_1$ and $G_2$ obtained via adding pendants or twins. We show that via applying $S$ on any graph in $E_1$, we end-up with a graph in $E_2$ implying that $E_1$ and $E_2$ are LC-equivalent.

Let $u$ be a new vertex added to $G_1$ as a pendant or twin to a vertex $v \in V(G_1)$. The LC operations at vertices in $G_1$ switch the role of $u$ relative to $v$ as a pendant or a twin. At the same time, $G_1$ changes to $G_2$ after $S$ has been performed. Then, $u$ can be seen as being attached to $G_2$ as a pendant or twin (according to what happens after apply $S$ to $G_1 + u$). Hence, any graph $E_2$ can be seen as being obtained from a graph in $E_1$ via applying $S$. This implies that instead of considering extensions of $C$, we need only consider extensions of just one representative from $C$. Let $L_{n-1}$ be the set of representatives of all orbits in $G_{n-1}$. Since rankwidth is preserved by LC operations, the graphs in the sets $L_{n-1}, E_n$ and $L_n$ must be of rankwidth 1. Hence by above discussion, in the computation of $E_n$ from $L_{n-1}$, the vertex must be added as a pendant or a false-twin or a true-twin. There are at most $3(n-1)$ ways to do that. So instead of branching in $2^{n-1} - 1$ ways, we need only branch in at most $3n - 3$ ways. Furthermore, the isomorphism testing in $E_n$ is linear in $n$ for rankwidth 1 graphs.

5 Minimum Distance

Glynn et al [13] showed that the minimum distance of a code is equal to one plus the minimum vertex degree over all graphs in the corresponding LC orbit.

Lemma 3. If a connected graph contains a twin-pair, then the minimum distance of the corresponding code is 2.

Lemma 4. Codes with corresponding graphs of rankwidth 1 have minimum distance 2.

Lemma 5. If a graph contains a twin-pair, then every graph in its LC orbit will contain a twin-pair or a pendant.

Lemma 6. If $G$ does not have a pendant or a twin-pair, then no graph in the LC orbit of $G$ will have a twin-pair.

Combining Lemma 3, Lemma 5 and Lemma 6 gives the following theorem.

Theorem 6. The minimum distance of a self-dual additive code over $GF(4)$ is at least 3 if and only if the corresponding graph $G$ has no pendants or twin-pairs.
5.1 An approximation algorithm for minimum distance

The problem of computing the minimum distance of a binary linear code is NP-hard [32]. In addition, the problem is hard to approximate within any constant factor in random polynomial time [10]. For self-dual codes over $GF(4)$, the minimum distance is $1 + \delta$ where $\delta$ is the minimum degree of any vertex in any graph in the LC orbit of the graph corresponding to the code. It is possible to get the minimum distance from the weight enumerator polynomial or from the LC orbit, but both these approaches take exponential time. In this section we discuss a heuristic approach to get some upper bound on the minimum distance.

Computing $\delta$ is equivalent to finding a sequence of LC operations starting at some vertex $u$ such that at the end, there is a vertex of degree $\delta$ in the resulting graph. Clearly, finding this sequence is hard. The strategy we use is to pick a vertex in the graph and try to decrease its degree as much as possible via LC operations.

The sequence of LC operations corresponds to a path in a Breadth-First-Search (BFS) tree $T$ of $G$ with $u$ as the root vertex. A BFS tree is constructed as follows: Pick $u$ as root. At each layer $i$, the vertices in layer $i$ are neighbors of vertices in layer $i - 1$ that have not been already placed in some layer.

We aim to use this tree to find a path that gives a sequence of LC operations to decrease the degree of $u$. If no such path exists, then the algorithm reports the degree of $u$ as a candidate for $\delta$. See Figure 6. Now, we state the algorithm:

1: **Construct BFS tree** For $u \in V(G)$, construct Breadth-First-Search tree $T$ with $u$ as the root node. The neighborhood of a vertex at layer $i$ in $T$ lie only in layers $i - 1, i$ and $i + 1$. Note that we would require to reconstruct the tree after LC operations along the path. The tree $T$ is used to guide the sequence of LC operations to be applied to decrease the degree of $u$. 

![Figure 6: Decomposition of the graph $G$ along a path $uv_0v_1v_2v_3\ldots$ in the BFS-tree $T$ with $u$ as root vertex. Black-filled circles represent vertices. Other shapes represent sets. An edge from a vertex to a set represents that every vertex in the set is a neighbor of the vertex. Edges between sets have not been shown.](image)
Partition of neighborhood
Conditions for LC

<table>
<thead>
<tr>
<th>Vertex</th>
<th>Partition of neighborhood</th>
<th>Conditions for LC</th>
</tr>
</thead>
<tbody>
<tr>
<td>v₀</td>
<td>A₀</td>
<td></td>
</tr>
<tr>
<td>v₁</td>
<td>A₁₀, A₁₁, B₁₀, B₁₁, A₁, B₁</td>
<td></td>
</tr>
<tr>
<td>v₂</td>
<td>A₂₀, A₂₁, B₂₀, B₂₁, A₂, B₂</td>
<td></td>
</tr>
<tr>
<td>v₃</td>
<td>A₃₀, A₃₁, B₃₀, B₃₁, A₃, B₃</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 7: At each vertex vᵢ, store sets Aᵢ, Bᵢ, Cᵢ and tᵢ. If |Aᵢ| + |Cᵢ| < tᵢ, then |Aⱼ| + |Cⱼ| < t₂ which in turn implies |A₁| + |C₂| < t₁. Hence, just by looking at v₃ we can decide whether degree of u can be decreased.

2: Partition neighborhoods At each node of the tree, we store some information that can be used to check whether LC along the path to the root will decrease the degree of u.
At the root node u, we have C = N(u).
At the second layer in the tree, for each vertex v₀ ∈ C₀ = N(u), the neighborhood of v₀ can be partitioned as (apart from u) as (A₀₀, B₀₀, C₁) where B₀₀ = C₀ ∩ N(v₀), A₀₀ = C₀ − B₀₀ and C₁ = N(v₀) − (u ∪ C₀).
At the kth layer with j = i − 1, k = i + 1, for each vertex vᵢ ∈ Cᵢ, partition the neighborhood of vᵢ as (apart from vⱼ) (Aᵢ₀, Aᵢ₁, Bᵢ₀, Bᵢ₁, Aᵢ, Bᵢ, Cᵢ) where Aᵢ₀ = Aᵢ − N(vⱼ), Aᵢ₁ = Aᵢ − Aᵢ₀, Bᵢ₀ = Bᵢ − N(vⱼ), Bᵢ₁ = Bᵢ − Bᵢ₀, Bᵢ = Cᵢ − N(vⱼ), Aᵢ = Cᵢ − Bᵢ, Cᵢ = N(vⱼ) − (vⱼ ∪ Aᵢ₀ ∪ Bᵢ₁ ∪ Bᵢ). See Figure 6.

3: Book keeping For each i ≥ 2 with j = i − 1, k = i + 1, at each vertex vᵢ, we store the sets Aᵢ, Bᵢ, Cᵢ and the values aᵢ := |Aᵢ₀| + |Bᵢ₁|, tᵢ := tⱼ − aᵢ and |Aᵢ| + |Cᵢ|.

4: Check for LC If |Aⱼ| + |Cⱼ| ≤ tᵢ, then an LC operation along the path from vᵢ to the root will decrease the degree of u. See Figure 7. Then apply LC operations along this path and construct the BFS-tree T for the new graph and repeat.

5: Return degree of u If there does not exist any vertex in the tree with |Aⱼ| + |Cⱼ| ≤ tᵢ, return the current degree of u as δᵢ.

6: Terminate Finally, the algorithm outputs the smallest δᵢ over all vertices in the graph.

Running Time: For a given graph G, the BFS-tree can be constructed in linear time. For each vertex v, the partition for neighborhood of v can be computed in polynomial time and it will take polynomial space to store the necessary information. Hence, in polynomial time we can decide whether there exists a path in the tree along which LC operations decreases the degree of u. Hence, the algorithm terminates in polynomial time.
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